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Abstract

Recently, in response to the rising costs of healthcare services, employers that are financially responsible for the healthcare costs of their workforce have been investing in health improvement programs for their employees. A main objective of these so called “wellness programs” is to reduce the incidence of chronic illnesses such as cardiovascular disease, cancer, diabetes, and obesity, with the goal of reducing future medical costs. The majority of these wellness programs include an annual screening to detect individuals with the highest risk of developing chronic disease. Once these individuals are identified, the company can invest in interventions to reduce the risk of those individuals. However, capturing many biomarkers per employee creates a costly screening procedure. We propose a statistical data-driven method to address this challenge by minimizing the number of biomarkers in the screening procedure while maximizing the predictive power over a broad spectrum of diseases. Our solution uses multi-task learning and group dimensionality reduction from machine learning and statistics. We provide empirical validation of the proposed solution using data from two different electronic medical records systems, with comparisons to a statistical benchmark.

Introduction

Early identification of individuals who are at a higher risk of developing a chronic disease is of significant clinical value, as it creates opportunities for slowing down or even reversing the pace of the disease [1]. In particular, 80% of the cases of cardiovascular disease and diabetes, and 40% of the cancer cases can be treated successfully at an early stage [2], preventing the need for expensive medical procedures due to complications occurring during the standard care of chronically ill patients. This early stage intervention is also of significant cost value, as avoiding these expensive procedures and associated costs of care leads to a reduction in healthcare spending. In 2012, nearly 76% of Medicare spending was on patients, comprising just 17% of the Medicare population, with five or more chronic diseases: Alzheimer’s disease, cardiovascular disease, diabetes, renal disease, and lung disease [3].

Recently, one solution to this rising cost burden has been the introduction of incentive programs by an increasing number of self-insured companies, i.e., companies who pay for healthcare costs of their workforce. In 2013, 86% of all employers, which include Johnson & Johnson, Caterpillar, and Safeway, offered such incentivized programs. These programs involve, among many other aspects, incentivizing employees to undergo a health risk assessment (HRA) in order to identify employees with risk factors for major chronic diseases. The HRA typically involves collecting basic lab results like lipid panels, or other relevant biomarkers such as blood pressure, age, gender, height and weight. This data about the employee is then used to calculate risk factors based on simple clinical rules (see [4] for a list such rules). However, these simple clinical rules suffer from poor prediction accuracy since they rely on few biomarkers and do not account for risk variations in different populations, resulting in reduced efficacy of the program and undermining its objectives, suggesting the need for more effective methods for multiple disease screening and early identification. In particular, a false positive (mistakenly assigning high risk to a healthy patient) leads to unnecessary intervention costs while a false negative (mistakenly assigning low risk to a high risk patient) would be a lost opportunity to avert a large future healthcare bill to the employer, and it has been shown that higher predictive accuracy directly improves the cost-effectiveness of such programs [5].
Statistical data-driven methods present one principled way to obtain a set of biomarkers for such an assessment which provides high disease prediction accuracy. The use of such methods for disease prediction has grown rapidly over the past few years. An admittedly incomplete list of studies include: stroke prediction via Cox proportional hazard models [6], relational functional gradient boosting in myocardial infarction prediction [7], support vector machines and naïve Bayes classifiers for cancer prediction [8], neural networks for mortality prediction [9], time series in infant mortality [10], cardiac syndromes [11] or infectious disease prediction [12], and dimensionality reduction for unstructured clinical text [13]. However, these past works have focused on individual disease prediction, rather than determining a set of biomarkers which are jointly predictive of several diseases. While it is possible to combine the relevant biomarkers selected by each individual disease prediction model, this leads to a larger set of biomarkers than is necessary, and we will later show this is less cost effective than our proposed method.

In this paper, we present a method which relies on multi-task learning [14] model and group regularization [15]. The multitask learning model we consider allows for determining a small set of biomarkers which are optimal for prediction of multiple diseases, and is hence low cost. The model acts by learning the relevant biomarkers for multiple diseases simultaneously, while forcing these relevant biomarkers to be sparse [14, 16, 17], resulting in a lower cost model. Furthermore, it is known to be highly generalizeable and thus to adapt well to new data; we refer the reader to [18] for a detailed survey.

While these aforementioned works share methodology with our proposed method, to the best of our knowledge none have not yet addressed a setting where one desires to build a small, and thus low cost, universal set of features (biomarkers in our case) that can be used to predict multiple diseases. The work of [19] also considers multitask learning in the context of logistic regression and multiple disease prediction, however, their model does not enforce the disease prediction tasks to share the same set of biomarkers. Their model constructs a shared set of latent predictors as linear combinations of groups of features (diagnosis history) and a $\ell_1$ regularizer is used to ensure that each individual disease prediction relies on a small set of these predictors. Hence, their approach does not enforce a shared group of biomarkers to be used as predictors for all diseases, which makes their method less suitable for our purpose. Our model also uses the raw biomarkers as the predictors, which is more interpretable and enables our model to directly ensure that the set of biomarkers is small. Thus we present our proposed method as a solution to obtaining an accurate, low cost disease screening methodology. We evaluate our method on two patient populations, and compare the cost of our method to the current statistical benchmark, individual disease prediction. We find that our method has comparable, and in some cases improved, accuracy at much lower cost.

1 Methods

1.1 Patient Data

We considered two patient populations for developing our prediction tool, the Kaggle Practice Fusion dataset [20], which is publicly available, and the patient records from Stanford Hospital and Clinics, which will be referred to as the SHC dataset throughout \(^1\). The SHC dataset consisted of 73,842 patients, and 1,313 possible laboratory exams; while the Kaggle dataset consisted of 1,096 patients with 285 possible exams; a comparison summary is given in Table 2.

The patient data from the SHC dataset was taken as follows. For each disease $j$ ($j = 1, \ldots, K$, with $K = 9$ for the SHC dataset), we collected the biomarkers of patients during a one-month period, which occurred during the year 2010 to 2011. These biomarkers included quantities such as age, gender, and the results of laboratory exams such as hemoglobin A1C, cholesterol, as well as blood cell counts\(^2\). If there were multiple laboratory exam results during this month, they were averaged. If patients had results over multiple months, we took the first month for which results occurred. If the patient was diagnosed with disease $j$ during this month, we removed the patient from

---

\(^1\)Due to HIPAA privacy restrictions, this dataset cannot be made publicly available.

\(^2\)However, we did not have access to biomarkers such as blood pressure, height, and weight.
the dataset, i.e., we only considered patients who had never had disease \( j \) before the end of the month in which their results were taken. We collected these biomarkers into a vector \( X_i, i = 1, \ldots, n \), where \( X_{ij} \) took the value of the result of biomarker \( j \) for patient \( i \), and where \( n \) was the total number of patients collected. We assigned each patient \( i \) a label \( y_i^{(j)} \) for each disease \( j \), which we defined to be \(+1\) if the patient has a positive diagnosis of disease \( j \) within one to thirteen months, beginning the month after biomarkers were collected, and \(-1\) otherwise. Lastly, we took the intersection over all diseases for which we collected patients. For the SHC dataset, we noticed that the set of patient-months for all diseases had a large intersection containing 75,619 patients, as shown in Table 2. Two of these diseases had an extremely low incidence in the Kaggle dataset, and were not studied when evaluating on the Kaggle dataset. These diseases are highlighted in Table 1 with an asterisk (*). The diseases we studied were obtained from [21, 22] and are shown in Table 1, with their formal names and abbreviations which will be used throughout this paper.

In the Kaggle dataset, due to lack of access to the exact time stamp for the lab results or diagnosis codes, the feature vectors \( X_i \) were formed for each patient from the laboratory results and age information, without any use of temporal information. The label \( y_i^{(j)} \) was determined by checking whether the patient had a positive diagnosis for disease \( j \) in the system. Due to the small size of the Kaggle dataset, the bootstrap method was used to estimate the average and standard error of the AUC values.

For both datasets, the patients did not have results for all of the possible laboratory exams. In particular, the matrix \( X \) has 98%, and 93% missing values in SHC and Kaggle data respectively. To deal with the missing data entries, we used the standard method of mean imputation. We gave each the average value of the laboratory exam, where the average was taken over all patients who had taken the exam. We also repeated our analysis on Kaggle data set using multiple imputation (MI) with 100 imputations and the results were consistent. In particular, the relative accuracy of all algorithms and the sparsity of the models did not change\(^3\). Finally, we standardized the observations so that the values of each biomarker have zero mean and variance one across the observations, which is a standard preprocessing step for many statistical methods.

### 1.2 Cost Data

Data for the cost analysis was taken from [23], maintained by Health One, Incorporated. Health One, Incorporated offers laboratory exams and has physical locations in all states in United States. Health One Lab’s website provides

\(^3\)We only restricted MI to Kaggle data set due to its high memory and computation requirement on SHC data. For mean imputation we exploited the fact that most entries of each column are equal and therefore \( X \) is sparse. MI leads to a large non-sparse matrix that significantly increases memory and speed requirements. Results have been omitted due to space constraints.
competitive prices of various laboratory exam packages, which are comprised of several laboratory exams. These prices were used to determine the cost of the set of laboratory exams which were selected by our methods to be the most important for disease prediction.

We emphasize that most laboratory exams are not sold individually but in packages. Thus, in order to find the cost of our screening procedure, we solved a set-covering problem, formulated as a mixed-integer optimization problem where we minimized the cost over the possible sets of packages but enforced the choice of packages to include all of the laboratory exams sought. This problem can also be formulated as a convex linear programming problem, but since the size of the problem did not lead to a computational impasse, the mixed integer program was suitable for our needs. More specifically, we solved the optimization problem given by

$$\text{minimize} \sum_{S \in S} c_S q_S, \quad \text{subject to} \sum_{S \in S} q_S \geq 1 \quad \forall S \in \mathcal{U}, \quad q_S \in \{0, 1\} \quad \forall S \in S$$  

where $S$ is the set of all packages, $\mathcal{U}$ is the set of laboratory exams for which we wish to obtain the total minimum cost, $c_S$ is the cost of a package, and $q_S$ is an indicator variable which indicates whether a particular package $S \in S$ is chosen for inclusion. We solved this optimization problem using the software of [24]. We then calculated the cost of the laboratory exams by adding the prices of the set of packages $S \in S$ for which $q_S = 1$ at the solution of (1).

1.3 Statistical Methods

We denote the different disease prediction models in this section as follows. We will refer to our main model as the multitask learning model (MTL). For each value of a tuning parameter, $\lambda$, this model selects $M$ biomarkers as relevant to the disease prediction. We derive a model from this, the ordinary logistic regression model (OLR-M), which takes as input data the results of the $M$ biomarkers which have been selected by the multitask model at each value of the tuning parameter, $\lambda$. We compare both of these models, the multitask model and the OLR-M model, to the results of solving one individual disease prediction at a time, for each disease. We will henceforth refer to this model as single task learning (STL), since this type of model only involves a single disease prediction. First, we begin with logistic regression (LR), a preliminary for our models.

Logistic Regression (LR). We briefly describe logistic regression, which we will denote by LR, before describing our methods. Given $n$ $p$-dimensional data vectors, $X_i$, and labels $y_i \in \{0, 1\}, i = 1, \ldots, n$, logistic regression finds the optimal values of a $p$-dimensional parameter vector $\theta$ and a scalar $b$ such that the conditional probability of the observing $y_i$ given the data $X_i$ for all data vectors $i = 1, \ldots, n$, is maximized. This optimization problem is given by: $(\hat{\theta}, \hat{b}) = \arg \max_{\theta, b} \left[ - \sum_{i=1}^{n} \log \left( P(y_i | X_i; \theta, b) \right) \right]$ where $P(y_i | X_i; \theta, b)$ denotes the conditional probability that one observed the label $y_i$ given the data observation $X_i$, which is parameterized by $(\theta, b)$. We will refer to this term as the likelihood. This probability is commonly given the form $P(y_i | X_i; \theta, b) = 1/[1 + \exp(-y_i(\theta^\top X_i + b))]$. This form of $P(y_i | X_i; \theta, b)$ is used in this paper.

Single Task Learning Model (STL). The single task learning model formulates the goal of maximizing the log-likelihood while keeping the set of nonzero elements in the parameter vector $\theta$ to be small. This model consists of a logistic regression and a regularization term, commonly known as the LASSO penalty [25]. In the context of disease prediction, for each disease $j = 1, \ldots, K$, where $K$ denotes the total number of diseases considered, the model finds the set of parameters that maximizes the conditional probability that a patient will be diagnosed with disease given his or her vector of biomarkers. More specifically, for each disease $j$, we solve the problem

$$\left( \hat{\theta}_j, \hat{b}_j \right) (\lambda) = \arg \max_{\theta_j, b_j} \left[ - \sum_{i=1}^{n} \log \left( \frac{\exp(y_{i,j}^j (\theta_j^\top X_i + b_j))}{1 + \exp(\theta_j^\top X_i + b_j)} \right) + \lambda \sum_{m=1}^{p} |\theta_{jm}| \right]$$  

where as defined previously, $n$ is the number of patients, $y_{i,j}^j$ is an indicator of whether patient $i$ had disease $j$, and $X_i$ is the vector of biomarkers for patient $i$, of length $p$. The vector $\theta_j$ and scalar $b_j$ are the learned parameters for the model for disease $j$, with $\theta_{jm}$ representing the $m^{th}$ element of $\theta_j$. If $\theta_{jm}$ is nonzero, then the model has selected this element as relevant for prediction. The magnitude of the parameter $\theta_{jm}$ represents the importance of biomarker $m$ to the prediction of disease $j$, and the larger this value the greater its importance for achieving higher
prediction accuracy. The first term in (2) is the logistic regression, and the second term is the regularization term with \( \lambda \) as the regularization parameter. The value of \( \lambda \) controls the effect of enforcing, for a particular value of \( j \), the number of values of \( m \) for which \( \theta_{jm} \) are nonzero to be small. A larger value of \( \lambda \) encourages the effect more strongly. Note that a different model is learned for each value of \( \lambda \).

**Multitask Learning Model (MTL).** The multi-task learning model formulates the goal of maximizing the log-likelihood and enforcing that the set of biomarkers which is jointly predictive of all diseases of interest to be small. This model consists of a logistic regression and a regularization term known as the GLASSO [15], or group lasso, penalty. In contrast to the STL model, we jointly learn the parameters for all disease predictions, by solving the problem given by

\[
\left( \hat{\theta}_1, \ldots, \hat{\theta}_k, \hat{b}_1, \ldots, \hat{b}_k \right) (\lambda) = \arg \max_{\theta_1, \ldots, \theta_k, b_1, \ldots, b_k} \left[ -\sum_{j=1}^{K} \sum_{i=1}^{n} \log \left( \frac{\exp(\theta_j^\top X_i + b_j)}{1 + \exp(\theta_j^\top X_i + b_j)} \right) + \lambda \sum_{m=1}^{p} \sum_{j=1}^{K} \theta_{jm}^2 \right]
\]

where all variables are as defined previously. As with the single task learning model, the first term is a logistic regression, and the second term is the group regularization term, which encourages biomarker \( m \) to be either nonzero or zero across all diseases together, i.e. that for each \( m, \theta_{jm} \) should be nonzero or zero for all \( j \). Larger values of \( \lambda \) enforce this more strongly. Intuitively, such co-variation of weights through this group regularization can be interpreted as transfer of information between different disease predictions during the training of the model and can further lead to greater generalization ability of the model. When \( K = 1 \), the penalty term then reduces to the penalty term in the STL model, and the parameters are learned for prediction of only one disease; thus, this model reduces to the STL model. As with the STL model, a different model is learned for each value of \( \lambda \).

**OLR-M Model.** The OLR-M model is derived from the MTL model. After solving for the optimal parameters \((\theta_j^*, b_j^*), j = 1, \ldots, K\) for the MTL model with parameter \( \lambda \), we retrained a truncated model, as follows. For each value of \( \lambda \), we determined the nonzero biomarkers, i.e., the values of \( m \) for which the quantity \((\sum_{j=1}^{K} \theta_{jm}^2)^{1/2} \) was above a threshold. We will denote this number of nonzero biomarkers by \( M \), and give further details on how the number of nonzero biomarkers was determined, in the section Learning the Model Parameters. We then retrained the model over only these \( M \) biomarkers for each disease prediction, \( j = 1, \ldots, K \), formulated as an ordinary logistic regression.

**Learning the Model Parameters.** The optimization package MinFunc [26], which utilizes spectral projected gradient, was used for solving the associated optimization problems of the considered approaches, given for the STL, MTL, and OLG-M model described below. For each value of \( \lambda \), all models were trained and tested using five-fold cross validation. During training, due to the lack of positive examples, in each cross-validation fold (or bootstrap sample, in the case of the Kaggle dataset) the training data was sampled so that, for the SHC dataset, the ratio of positive to negative examples in the training set was 1:1, and for the Kaggle dataset it was 1:3. The main performance metric for all prediction tasks is area under ROC curve (AUC). All demonstrated AUC values in the figures are cross-validated, thus averaged, AUCs.

For each value of the regularization parameter \( \lambda \), we considered biomarker \( i \) to have been selected by the model if for any value of \( j \), it had a nonzero value of \( \theta_{ij} \). We determined this as follows. For the MTL model, for a particular value of \( \lambda \), the number of nonzero features was determined by counting the number of biomarkers \( m \) for which the quantity \((\sum_{j=1}^{K} \theta_{jm}^2)/(\sum_{j=1}^{K} \sum_{m=1}^{p} \theta_{jm}^2) \) was greater than a threshold of \( \tau = 10^{-6} \) for at least one value of \( j = 1, \ldots, K \). For the STL model, we considered a biomarker as nonzero if for some value of \( j \in \{1, \ldots, K\} \), \((\theta_{jm}^2)/(\sum_{m=1}^{p} \theta_{jm}^2) \) was greater than \( \tau \). Thus each value of \( \lambda \) corresponds to a set of nonzero biomarkers, and a cost can be derived via solving the optimization problem (1), as given in the section Cost Data.

2 Results

2.1 Biomarker Selection for Multiple Disease Prediction

We compare the results of the MTL, OLR-M, and STL models for disease prediction, number of biomarkers necessary to achieve the given results for prediction, and cost. As our evaluation metric, we will use area under
the receiver-operating characteristic (ROC) curve, henceforth abbreviated as AUC. The AUC values shown in the succeeding figures are averaged over the five cross-validation folds, as well as averaged over the nine different diseases of interest.

The MTL and OLR-M models achieve comparable accuracy to the STL model with a smaller number of biomarkers. Figure 1a presents this result visually, in which the given curves show the effect on the value of the AUC is when the number of biomarkers selected by the model is varied, for each of the different modeling approaches. This results also translates when considering the cost of the biomarkers needed to achieve each AUC value on the curve. Figure 1b presents the same result as Figure 1a, but calculates the cost of the biomarkers at each point on the curve in Figure 1b. Thus the effect is amplified when comparing cost of the MTL and OLR-M models to the STL model, as the MTL and OLR-M models are much lower in cost. The OLR-M was the most succinct of all the considered approaches, and in particular, the value $M = 30$ was found to be the optimal value for $M$ using cross validation to have the highest AUC, as presented in Figures 1a and 1b.
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Figure 1: Comparison of number of biomarkers selected and associated cost by the MTL, STL, and OLR-M models. Each point on each curve is obtained by changing the regularization parameter.

2.2 Sensitivity Analysis

We study the effect of varying the length of, as well as a shift in, the time interval over which we identify a patient as having a positive diagnosis. In the previously presented results, the time horizon considered for diagnosis was one to thirteen months after biomarkers were taken. We consider a shift of a year, i.e. a time horizon of twelve to twenty-four months after the biomarkers were taken. We also study the performance when the time horizon considered is varied, one to six months, and one to eighteen months, after the biomarkers were taken. Due to space limitations, in Figure 2 we only demonstrate the results for twelve to twenty-four months interval and one to six months interval. In all cases, we observe the same pattern as in previous results.

We also compare predictive accuracy of the three models using other metrics than AUC. In particular, Figure 3 shows that the three models have comparable accuracy with respect to sensitivity (or true positive rate). However, with respect to positive predictive value, the MTL and OLR-M models are indistinguishable and closely follow the STL model.
2.3 Biomarkers Selected for OLR-M Model

As aforementioned, the value of $M$ which achieved the highest AUC, when cross-validated, was $M = 30$. We have given a list of the top $M = 30$ labs selected by the OLR-30 model in Table 3. All of these labs are associated with the diseases of interest in this paper, and as expected from the design of our method, many of them are associated with several diseases. For example, abnormal glucose levels are associated with signs of diabetes, cancer, renal disease, liver disease, and heart disease. Similarly, abnormal alkaline phosphatase levels can be associated with liver disease, cancer, as well as heart disease. A vitamin B12 test can be given to those experiencing symptoms of anemia, as well as dementia and memory problems, but higher levels can also be associated with diabetes, liver disease, and heart problems. Additionally, the considered model also has the ability to discover associations between these biomarkers and the diseases which may not be explicitly known; hence, the associations go beyond known ones, some of which have just been mentioned.
Table 3: List of the top features with their rank determined by OLR-30. Smaller rank means the feature group received a larger value of $\sqrt{\sum_{j=1}^{K} \theta^2_j}$ in multi-task learning.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Lab Name</th>
<th>11 Vitamin B12</th>
<th>12 HDL Cholesterol</th>
<th>13 T-Wave Axis</th>
<th>14 Triglyceride</th>
<th>15 Globulin</th>
<th>16 RDW</th>
<th>17 Alpha-1 Antitrypsin</th>
<th>18 INR</th>
<th>19 Bilirubin</th>
<th>20 EGFR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Creatinine</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>2</td>
<td>Age, Gender</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>3</td>
<td>Hemoglobin AIC</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>4</td>
<td>Platelet Count</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>5</td>
<td>Glucose</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>6</td>
<td>Alkaline Phosphatase</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>7</td>
<td>QRSD Interval</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>8</td>
<td>Prothrombin Time</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>9</td>
<td>Urea Nitrogen</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
<tr>
<td>10</td>
<td>EGFR</td>
<td>11 Vitamin B12</td>
<td>12 HDL Cholesterol</td>
<td>13 T-Wave Axis</td>
<td>14 Triglyceride</td>
<td>15 Globulin</td>
<td>16 RDW</td>
<td>17 Alpha-1 Antitrypsin</td>
<td>18 INR</td>
<td>19 Bilirubin</td>
<td>20 EGFR</td>
</tr>
</tbody>
</table>

2.4 Generalizability of OLR-M to Different Patient Populations

We investigate the performance of the OLR-M model on a different patient population, the Kaggle dataset. As aforementioned, the Kaggle dataset is a less ideal dataset, with fewer biomarker values available per patient. As $M = 30$ achieved the best predictive accuracy and lowest cost when validating on the SHC dataset, we will use this model, and refer to it as OLR-30. The OLR-M model is able to achieve comparable accuracy to the STL model, with far fewer biomarkers, and thus has similar performance on this dataset as on the SHC dataset. The OLR-30 model consists of 30 biomarkers, as aforementioned, much fewer than the STL model, which requires the results of 63 biomarkers, in addition to age and gender information. Table 4 provides the confidence intervals at the 5% level for the AUC values for both models, for each disease under study. The results were obtained using 5-fold cross validation and the method of DeLong [27] for the confidence intervals.

Remark. The Kaggle dataset, as aforementioned, is a lower quality dataset than SHC, which required us to process the data differently than the SHC dataset as discussed in the section Patient Data. However, we observe that the results follow the same pattern as the results for the SHC dataset, as presented in Table 4.

<table>
<thead>
<tr>
<th>Disease</th>
<th>OLR-30</th>
<th>STL</th>
</tr>
</thead>
<tbody>
<tr>
<td>CAD</td>
<td>0.7535 ± 0.0468</td>
<td>0.7412 ± 0.0483</td>
</tr>
<tr>
<td>CHF</td>
<td>0.6003 ± 0.0489</td>
<td>0.5961 ± 0.0476</td>
</tr>
<tr>
<td>COPD</td>
<td>0.6492 ± 0.1067</td>
<td>0.6604 ± 0.1043</td>
</tr>
<tr>
<td>DEM</td>
<td>0.6359 ± 0.1192</td>
<td>0.6447 ± 0.1131</td>
</tr>
<tr>
<td>PVD</td>
<td>0.9184 ± 0.0716</td>
<td>0.9183 ± 0.0676</td>
</tr>
<tr>
<td>RF</td>
<td>0.7957 ± 0.0684</td>
<td>0.7925 ± 0.0656</td>
</tr>
</tbody>
</table>

Table 4: Confidence intervals for the AUC values of OLR-30 and STL approaches

3 Discussion

We have proposed two approaches, the MTL and OLR-M models, for developing a clinical model for multiple disease prediction. Our study has focused, in particular, on how to design a health-risk assessment (HRA) for prediction of multiple diseases, using statistical methods and patient data. In contrast to the STL model, which is one appealing and commonly used statistical approach in the literature, we propose a solution which relies on...
group regularization methods to jointly learn a small set of biomarkers are the most relevant for prediction, for multiple diseases.

Although our results are encouraging, we note that our study has limitations. Although we would like to also compare the prediction accuracy of our method against common scoring rules, such as the Framingham score, used for individual diseases, we are unable to do so at this time because of the unavailability of necessary biomarkers in our data for these scores, such as blood pressure, whether the patient is a smoker, or whether they are on dialysis. Hence, we limit our comparison to the state-of-the-art statistical method for disease prediction, STL. The lack of temporal information regarding disease diagnosis in the Kaggle dataset is surely a limitation. Validation on this dataset has allowed us to compare the OLR-M and STL methods, however, we cautiously use these results to guide our conclusion that the OLR-M model is a viable option for a low cost multiple disease prediction model.

The results of our investigation show that the MTL and OLR-M models provide one solution to designing a lower cost HRA. We have presented experiments to validate that our models achieve comparable accuracy to the STL model, but achieve this accuracy with the use of fewer biomarkers, which directly translates to cost. Our MTL model uses group regularization to select a small set of biomarkers, which can be used to jointly predict all of the diseases at once. By learning which biomarkers are jointly successful for prediction, the MTL model is able to achieve comparable accuracy to the STL model, but with fewer biomarkers. The OLR-M model enhances these benefits by producing a model with fewer biomarkers than either of the other two considered approaches, and keeping a high accuracy by refining over the MTL model. Since the MTL model is a biased model, the OLR-M acts to remove the bias from this model, increasing accuracy of the MTL model at the points for which it has the highest AUCs.

The same pattern of results is observed when we consider different time horizons for considering a positive diagnosis of a patient, i.e., that the MTL and OLR-M models produce lower cost models with comparable accuracy. We have studied the performance of the approaches under a one to six month time horizon, as well as twelve to twenty-four months, when there is a lag of a year between when the patients’ biomarkers were taken and when the positive diagnosis occurred. We observed similar accuracy between the models as well when we studied the performance under other metrics, other than AUC.

Lastly, we have validated the OLR-M model on a new patient population, that of the Kaggle dataset. This dataset is a significantly smaller dataset, with fewer patients, fewer biomarkers per patient. However, we observe the same result to hold for this new dataset, as the OLR-M model is still as accurate as the STL model but much less costly. Thus we believe the the performance of the OLR-30 model is not restricted to the SHC dataset from which it was derived, but can be extended to new populations.
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